
www.manaraa.com

A Survey of Distributed Systems in
Bioinformatics

Fabrice Bernardi1 Jean-François Santucci2

David Hill3

Research Report LIMOS/RR04-02

19 janvier 2004

1bernardi@isima.fr
2santucci@univ-corse.fr
3drch@isima.fr



www.manaraa.com

Abstract

There is no doubts that bioinformatics is and will be one of the major appli-
cation domains in computational power needs and researches. Very exten-
sive databases and power-consuming algorithms have been designed and the
most promising approach to provide solutions for data-mining or computa-
tion is to use distributed systems. This term is widely used and englobes
various specific approaches. We propose in this article a survey of some dis-
tributed systems that are used or applied in bioinformatics. We cover basic
Client/Server and Peer-To-Peer systems, Clusters and Grids approaches, but
also Distributed Agents systems. There is one main voluntary limitation to
this review: we focus only on available/reusable, Open-Source, free or edu-
cational solutions.

Keywords: Bioinformatics, Distributed Systems, Review, Grid, Cluster,
Agent, P2P

Résumé

Il ne fait aucun doute que la bioinformatique est et sera un des domaines d’ap-
plication majeurs dans la recherche de puissance de calcul. De très grandes
bases de données et des algorithmes très coûteux en temps CPU ont été
définis et la meilleure solution pour répondre aux problèmes posés est d’uti-
liser des architectures distribuées. Ce terme est très couramment employé
actuellement et englobe différentes approches. Nous proposons dans cet ar-
ticle un état de l’art de systèmes distribués en bioinformatique. Nous cou-
vrons les systèmes Client/Serveur basiques et Peer-to-Peer, les Clusters, les
Grilles, mais également les systèmes d’agents distribués. Il existe une limi-
tation volontaire à ce travail : nous nous concentrons uniquement sur les
solutions disponibles/réutilisables, Open-Source, gratuites ou du domaine de
l’éducation.

Mots clés : Bioinformatique, Systèmes distribués, État de l’art, Grille, Clus-
ter, Agent, P2P
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1 Introduction

Bioinformatics, defined as “the application of information science and tech-
nology to the management of biomedical data and information” by [26] is
currently a vast research field. Primarily defined by biologists, many com-
puter scientists have been convinced to work on this new science. Actually,
some papers specially intended to them can be found in the literature, like
[38] or [44].

One of the main characteristics of bioinformatics is the huge amount of
available data stored in very large public databases. The problem is so im-
portant that many researches are performed to provide effective solutions.
More information can be found in [74], which proposes a review for integrat-
ing the various existing databases. Thus, one of the most important concerns
of bioinformatics is to retrieve and to exploit these databases which contains
many information about biological entities and can be used for instance for
gene sequence finding and recognition by alignment as shown by [83]. This
amount of data and computational needs makes it possible (and necessary)
to use distributed or parallel architectures as shown by [80], [86] or [24].
[81] and [49] provides a lot of links of bioinformatics tools and shows how
extensive the domain is.

We propose in this article a survey of some distributed systems applied
in bioinformatics. There is one main voluntary limitation to this review: we
focus only on available/reusable, Open-Source, free or educational solutions.
Some proprietary or non-free solutions exist, but do not appear here.

This article is articulated following three sections. In a first one, we
provide an historical perspective of the development of computer networks,
and especially of the Internet. In a second one, we give a brief taxonomy
of distributed systems as they are usually defined. We give the definition
of Client/Server systems, Peer-To-Peer systems, Clusters, Grid, Agent-based
distributed systems and describe the three main communication models that
can be used. The expert reader could note some debatable points in this
section (like distinguishing grids and Peer-To-Peer systems), but this is the
best way we found to classify the various toolkits able to be used in bioinfor-
matics. This classification is covered by a third section that describes some
systems used in the bioinformatics area. We can note that we do not give
very precisely how these systems are used in bioinformatics, but we provide
many references in this objective.
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2 Historical Perspective

If we had to trace what could be the beginning of distributed systems, we
have to recall to our mind that at the beginning of the sixties, Leonard
Kleinrock a scientist working at MIT, published a paper on packet switching
entitled “Information flow in large communication Nets” (see [54]). Still at
MIT, J.C.R. Licklider envisioned a global interconnected set of computers
where everyone could access programs and information from any sites. The
first book on the packet switching theory was published in 1964, again by
Kleinrock (see [55]).

In 1965, the first wide area network was built with a low speed tele-
phone line connecting Massachusetts and California time-shared computers
that were able to work together. Also in 1965, the US Department of De-
fense Advanced Research Project Association (DARPA), started to work on
ARPANET (the Advanced Research Program Agency Network). In 1966, the
concept of “computer network” was introduced at DARPA and published in
1967. In 1969, the File Transfer Protocol (FTP) helped in distributing the
RFCs (Request For Comments) which were fast and easy ways to share ideas
amongst network researchers. It was also at the end of the sixties that Ken
Thompson, Dennis Ritchie and others started to work on what will become
Unix at AT&T Bell Laboratories. At the same time in 1969, ARPANET was
connecting 4 universities & research institutes (Stanford Research Institute,
UCLA, UC Santa Barbara and the University of Utah).

In 1972, the InterNetworking Working Group (INWG) was retained to
control the growing network and the first e-mails were introduced to public.
The next year saw the introduction of the Ethernet Protocol at Xerox PARC
(Palo Alto Research Center). Year 1974 saw both the arrival of Telnet, a
commercial version of ARPANET and the rewriting of Unix V.4 with the C
language, thus enabling a better portability of this operating system among
different computers. In 1979, the USENET newsgroup was introduced by
students from North Carolina and Duke Universities. The beginning of the
eighties saw the spreading of IBM personal computers and its compatibles.

The term Internet was introduced in 1982, and in 1983, the old NCP
(Network Control Protocol) introduced in 1970 was replaced by the current
TCP/IP protocol. Five years later, in 1988, the spreading of the Internet
Worm showed the vulnerabilities of the Internet, thus leading to the forma-
tion of the Computer Emergency Response Team (CERT) to address security
issues. At the Palo Alto DEC Research Center, the distribution of comput-
ing tasks sent via e-mails to workstations inside and outside their laboratory
was successfully achieved in 1988 (results were also collected via e-mails). A
few years later, in 1991, the concept of World Wide Web is born and in the
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same year Linus Torvalds distributed the source code of the Linux kernel as
freeware.

In 1993, the first Web browser, named Mosaic is released and the first
RSA Security challenge is won by a team of 600 volunteers providing their
distributed computing resources. In 1994, version 1.0 of Linux, produced by
Linus Torvalds and a world wide team of hackers, is available for download.
The annual growth rate of the Web between 1993 and 1994 is over 300%.
The following year saw the introduction of an alpha version of Java, an
object-oriented language with a portable byte-code able to be transmitted
and executed on the Internet. The GIMPS distributed computing project,
searching for larger and larger prime numbers is launched in 1996. On August
the 26th of 1997, the PI challenge is launched by Fabrice Bellard to find the
1000th billion binary digit of PI, this goal is reached on September 22nd.

In 1999, the concept of Internet computing was providing at least 3 times
more computing power (33 Teraflops) than any other supercomputers with
the Seti@home project of Berkeley University, which analyzed data from
the famous Arecibo radio-telescope. Clients software were available for PC,
Macintosh and Unix. More useful projects appeared with the new millen-
nium. In year 2000, the Casino-21 project goal was to simulate the dynamics
of the earth’s climate for the next century. In year 2001, Barabasi from
Notre Dame University introduced in [11] and [10] the concept of parasitic
computing, explaining and showing how Internet protocols could be used to
compute complex linear programming problems. More recently at the end
of year 2001, the French Decrypton project was setup to compute and com-
pare 50000 protein sequences with a distributed client software developed
by Genomining and IBM. More than 75000 Internet users participated to
reach the first results in 2 months, 1170 years would have been necessary
to achieve the same result on a single computer. The collected data is now
publicly available for the international community of scientists working in
bioinformatics.

In the next section, we propose a taxonomy of distributed technologies
that have emerged following all these events.

3 Taxonomy of Distributed Technologies

Many presentations and definitions of distributed systems can be found in
the literature (see [80], [34], [35] or [52] for a quite complete list) but we
choose to present them following four axes: classical client/server systems,
massive distributed architectures, agent-based systems and the communica-
tion models able to be implemented in these kinds of systems.
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3.1 Basic Client/Server-based Model

The classical Client/Server approach is the most used nowadays by the Inter-
net community (Web, FTP,...). For [63], this kind of remote operations are
“the most basic form in distributed systems”. The term Client/Server was
first used in the early 80s in reference to personal computers on a network.

Figure 1: Basic Client/Server Model

As shown in Figure 1, the operating scheme is very simple: one process
(the Client) sends a message to another (the Server), asking it to do some
work. Once the result has been processed, the Server sends back a message
and the result of the work. Most of the classical protocols (HTTP, FTP,...)
are based on this concept, and a lot of techniques have been developed in
order to improve performances: buffers, caches,... Any entity in such a sys-
tem can play both roles but for a different purpose, i.e. server and client
functionality residing on separate nodes.

This concept of Client/Server, even if very simple, can be seen as a theo-
retical basis for many (and much more complicated) distributed approaches.

3.2 Metacomputing Architectures

Metacomputing is also known as “Network-based Distributed Computing”.
A rough definition of a metacomputing system can be: a networked virtual
supercomputer which shares resources. For [48], its main motivation (with
respect to supercomputing) was driven by “the recognition that the whole can
be greater than the sum of the parts”. The operating scheme is to connect
heterogeneous computing resources in order to form a super-computational
one. Another motivation was the geographically separated clients and their
need to collaborate via the network. In such a scheme, computers or clusters
play the similar role as microprocessors within supercomputers.
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Peer-To-Peer systems, Clusters and Grids are forms of Metacomputing
systems.

3.2.1 Peer-to-Peer, Hybrid Peer-to-Peer Systems and Internet
Computing

A Peer is defined as an entity with capabilities similar to other entities on a
system. Peer-To-Peer (P2P) applications are essentially used for data storage
and exchange as shown by [12] or [61]. Even such systems are very popular
nowadays, the concept is not all that new: the underlying technologies have
been defined at least at the same time with USENET.

The basic principles of this approach is to avoid network vulnerabilities
and to discover resources by diffusion. Data are often associated with meta-
descriptions allowing them to be accessed using search engines or Web-based
front-ends. We can draw a distinction between “pure” and “hybrids” P2P
applications (see Figure 2). In the first case, all participant computers are
peers. In this scheme, no central server is used to control, coordinate or
manage the exchanges among the peers. In the second case, the application
relies on a central server to perform some of the required functions. The
degree of involvement varies with the application.

(a) (b)

Figure 2: “Pure” (a) and “Hybrid” (b) Peer-To-Peer Models

Several goals can be achieved using P2P. The first one is cost shar-
ing/reduction, since centralized systems that serve many clients typically
bear the majority of the cost of the system. Secondly, P2P applications
improve scalability and reliability, since peers are autonomous and do not
depend on a strong central authority. The third goal is to aggregate re-
sources and to allow interoperability since a centralized approach lends itself
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naturally to an aggregation of resources. P2P applications increase also au-
tonomy since, in many cases, users of a distributed system do not want to rely
on any centralized provider. This autonomy is completed with an anonymity
and privacy if one do not want anyone to know about his involvement in
the system. The fifth goal is dynamism, since P2P systems assume that the
computing resources will be entering and leaving the system continuously.
Finally, the last goal of P2P systems is to enable effective communication
and collaboration.

Internet Computing applications can be seen as parallelizable P2P ap-
plications, where the same task is performed on each peer using different
parameters. The principle is to use resources of idled computers on the
Internet in order to compute a specific task. As soon as a node computer de-
tects an inactivity it contacts a master client and informs it of its availability
for computing some work. Thus this new activity is totally transparent for
the user.

There are many implementations of such systems: KaZaa, FreeHeaven,
JXTA, Gnutella, Freenet (“Pure” P2P), Napster (“Hybrid” P2P), SETI@Home,
RSA-135 (Internet Computing).

3.2.2 Clusters

A cluster connects complete computers (including processor, memory, I/O
units) and its component computers are loosely connected typically by a
LAN as shown in Figure 3. It is used as a single, unified computing resource,
but is not distributed geographically. Component computers of a cluster
are typically workstations or PCs and are generally homogeneous, and the
first so-called “Beowulf” cluster has been designed in 1994 for the NASA by
Becker and Sterling (see [75]).

A cluster architecture is divided in three non-hierarchical logical tiers:
the Access Tier providing access and authentication services to the users;
the Management Tier responsible for providing the basic cluster services (file
service, backup management,...); the Compute Tier supplying the compute
power for the cluster. Jobs submitted through upper tiers in the architecture
are scheduled to run on one more nodes in the Compute Tiers.

The two critical cluster services are the Batch Queuing System and the
Job Scheduler. The first one is a service that receives job submissions from
users and executes them on the cluster. This software (without supplemental
software) runs jobs on a first come, first serve basis. The second one is a
priority based scheduling service that determines the order of execution for
jobs based on a wide range of criteria: average CPU usage, average resources
usage,...
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Figure 3: Clusters Architecture

3.2.3 Grid Computing

Grid computing is defined as “coordinated resource sharing and problem
solving in large, multi-institutional virtual organization” by [8]. The term
Grid suggests a computing paradigm similar to an electric power grid. This
is a very new concept and is currently under a heavy phase of Research and
Development. A quite complete review can be found in [2], [18] provides an
economical perspective of this kind of systems, while [69] provides a review
of Grids in the health sector.

Grid applications couple resources that cannot be replicated at a single
site or may be globally located for other reasons. Thus, a Grid is an infras-
tructure that can unify globally and diverse resources. The main issues for
computational grids are heterogeneity since a grid involves a multiplicity of
heterogenous resources; scalability since a grid might grow from few resources
to millions; dynamicity or adaptability since the probability of some resource
failing is high with so many resources.

There are four components necessary to form a grid (see Figure 4): a Grid
Fabric comprising all the resources (computers, clusters,...) geographically
distributed and accessible from anywhere on the Internet; a Grid Middleware
offering core services such as remote process management, co-allocation of
resources, storage access,...; a Grid Development Environment offering high-
level services that allows programmers to develop applications and brokers
that act across global resources; some Grid Applications and Portals devel-
oped using Grid-enabling languages (such as MPI).

There are many grid projects worldwide. We can cite Globus, Legion,
CERN Data Grid, UNICORE,...
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Figure 4: The Four Grid Components

3.3 Agent-based Distributed Systems

The goal of this kind of systems is to implement processing algorithms in
parallel using a family of mobile agents as described by [40]. At the system
level, task parallelism represents an Object-Oriented design strategy, whereby
both data and the operations on those data are encapsulated in a single entity.
Thus each task has the ability to operate independently, and yet communicate
and exchange data with other tasks. In this context of parallelism, an Agent
is a natural task abstraction. The Task Agent encapsulates the task data,
operations to be performed on that data and the necessary communication
mechanisms. Figure 5 presents a Distributed Agent-based architecture.

Task Agent are associated with two components: the Agent Link serving
as the Agent’s communication interface and the Agent Monitor performing
fault detection by monitoring the parent and the children. They are sup-
ported by an infrastructure composed by various service components. Each
service is available on each node in the system so as to maintain a completely
distributed, fault tolerant execution environment. An example of one such
service is resource supervision that integrates availability and load balancing
components. A resource directory (Registry) is maintained on each node
that contains load and state information. The directory is updated via a dis-
covery process when new resources are added to the system. When a node
becomes unavailable, the local registry is updated by the first agent that has
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Figure 5: Agent-based Distributed Systems Architecture

attempted to communicate with an agent on that remote node.
As implementations,we can cite the NZDIS Project, ANAISoft, FIPA or

DReAMS.

3.4 Communication Models

3.4.1 Message-Passing Models

The message passing model relies on the idea that independent, sequential
processes running in parallel can communicate with one other via messages
in order to jointly solve a parallel algorithm. Two de-facto standards have
arisen: the Parallel Virtual Machine (PVM, described in [37]) and the Mes-
sage Passing Interface (MPI, fully documented in [62]), and represent two
models.

The central concept of the PVM model is the notion of Virtual Machine
that enables the usage of a heterogeneous system containing different types
of computing nodes. PVM provides a dynamic programming environment
where both processes and computing nodes (called hosts) can be dynami-
cally added or deleted either from the application program or from a system
console. The other important issue in PVM is the highest possible level of
support for interoperability both at the programming language level and in
the communication system. PVM provides also the necessary message format
transformation to hide differences in computer architectures.

The fundamental innovation in the MPI communication concept is the
introduction of the notion of communicator which is a binding between a
communication context and a group of processes. In the MPI approach,
point-to-point process communication is allowed only within a group and
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for each group there is a unique communicator allocated by MPI. The two
main advantages of MPI over PVM are that its implementations are more
efficient since it support native communication layers of parallel computers,
and that it provides a much richer set of library functions for point-to-point
and collective communication operations.

The lack of interoperability of MPI excludes different MPI application
programs to communicate by message passing. The current PVMPI de-
scribed in [32] solves this problem by proposing a combination of MPI and
PVM process groups in a way that MPI groups can dynamically join and
leave PVM groups that serve as communication relays for the MPI applica-
tion process groups.

3.4.2 Object-Oriented Middlewares

For [9], “middlewares are a class of software technologies designed to help
manage the complexity and heterogeneity inherent in distributed systems”.
Object-Oriented Middlewares are used as an implementation layer over the
network layer for many distributed systems. They are defined as a layer of
software above the operating system but below the application program that
provides a common programming abstraction across a distributed system
(see Figure 6). They resolve heterogeneity of hardware, operating systems,
networks or programming languages and, thus, can be considered as software
that make a distributed system programmable.

Figure 6: Principle of Middlewares
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There are six fundamental middleware subcomponents: database gate-
ways, network gateways, transaction processing monitors, message-oriented
middleware, object request brokers and distributed services. Database and
network gateways serve as translators to connect dissimilar processes, pro-
tocols or platforms. Transaction processing monitors, message-oriented mid-
dlewares and object request brokers distribute and manage transactions and
messages. Distributed services deliver access to specialized system resources
such as print, file, security and directory services.

The basic Object-Oriented concepts of data encapsulation, inheritance
and polymorphism provide a solid basis to separate the specification of com-
putation from the implementation. Currently, three major Object-Oriented
systems are used: Java Remote Method Invocation (RMI), the Common Ob-
ject Request Architecture (CORBA) and the Distributed Common Object
Model (DCOM/COM+).

3.4.3 Web Services

Web Services are founded on the concept of “Service-Oriented Architectures”
which enables the greater use of existing applications by creating services
that can be reused. Thus a Service-Oriented Architecture minimizes the
need for extensive rewriting of code. Web Services are services offered across
a network using existing Web infrastructure. They are based on industry
standards and are interoperable whitin company boundaries, or across many
companies. They are also cross-platform and cross-language. Their main
benefits are that they are rapid to deploy and that they increase value of
existing applications.

Figure 7: Layers of Web Services
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Web Services are constituted of six layers as shown in Figure 7: Ser-
vice Flow, Service Discovery and Service Publication, Service Description,
XML-based Messaging and finally Network. These layers are implemented
using five main de-facto standards. WSFL (Web Services Flow Language)
is an XML-based language for the description of Web Services compositions
as part of a business process definition (Service Flow). UDDI (Universal
Description, Discovery and Integration) is an XML-based registry for busi-
nesses worldwide, which enables them to list themselves and their services
on the Internet (Service Discovery and Service Publication). WSDL (Web
Services Description Language) is an XML-based language used to describe
the services a business offers and to provide a way to other businesses to
access these services (Service Description). SOAP (Simple Object Access
Protocol) is a way for a program running on one kind of operating system
to communicate with a program running on the same or on another kind of
operating system by using HTTP and XML as mechanisms for information
exchange (XML-based Messaging). Finally, HTTP, FTP or e-mail are the
choices for the networking layer. This kind of architecture is well described
by [45].

Implementations and applications are currently being developed. We can
cite Microsoft’s .Net and its Open-Source implementation MONO, or Sun’s
Open Net Environment (ONE).

4 Distributed Technologies for

Bioinformatics

In this section, we present systems classified following the section 3 (in the
alphabetical order) that are employed in the bioinformatics field. We can
note that some of them are not specially defined for this research field but
they all have been used in this area.

4.1 Classical Client/Server Systems

Classical Client/Server applications are the most used in the bioinformatics
world. The main reason is that the available public databases can be ac-
cessed using Web-based frontends and a simple Web browser. Even if the
hidden framework of these databases is large and complex, researchers can
use them in a very easy and user-friendly way. This kind of use is certainly
the optimal one for classical Client/Server systems since they can not provide
computational resources.
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3D-PSSM: 3D-PSSM is a Web-based tool dedicated to protein fold recog-
nition using 1D and 3D sequence profiles. The website proposes two
query submission pages, a simple one and a more advanced one. [51],
[14] and [50] present this tool and how it can be employed.
Main URL: http://www.sbg.bio.ic.ac.uk/~3dpssm/

BLAST and Variants: BLAST (Basic Local Alignment Search Tool) is a
heuristic method to find the highest scoring locally optimal alignments
between a query sequence and a database . It is without any doubts the
most commonly employed tool in bioinformatics and is usually runned
using a Web-based frontend. The most known is at NCBI, but many
frontends can be found (like EBI’s). Many references on BLAST can
be found in the literature. We can cite [5] and [6] as founding articles,
and [58] or [53] for more practical information.
Main URL: http://www.ncbi.nih.gov/BLAST/

Clustal W: Clustal W is a multiple sequence alignment software for DNA
or proteins. As for BLAST, many Web frontends can be found. We can
cite EMBL-EBI’s, CMBI’s or GenomeNet’s. This software is presented
in [79] or [20], while [56] proposes an MPI-based implementation. As
an example of application, we can cite [19].
Main URL: http://www.ebi.ac.uk/clustalw/

COMBOSA3D: COMBOSA3D is a tool allowing to color protein struc-
tures using sequence alignment information. The Web-based interface
uses the Chime or RasMol browser plugins for the visualization. A
presentation of this tool can be found in [76].
Main URL: http://bioinformatics.org/combosa3d/

DAS: DAS (the Distributed Annotation System) is a client-server system al-
lowing to exchange annotations on genomic sequence data. The website
provides an inventory of some DAS public servers. The main reference
of this tool is provided by [28].
Main URL: http://biodas.org/

HMMER: HMMER is an implementation of profile hidden Markov models
for biological analysis. It is distributed as a software package, and
some Web-based frontends can be found. We can cite for example the
IFOM HMMER Server or NPS@’s. [30] provides a complete manual of
this system, while [31] and [88] propose some complementary high-level
descriptions and applications.
Main URL: http://hmmer.wustl.edu/
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Swiss-Model: Swiss-Model is an automated protein structure homology-
modeling server. It proposes a set of Web-based tools like Swiss-
PdbViewer (for viewing and manipulating protein structures and mod-
els) or search engines and is described in [73], [43] or [70].
Main URL: http://www.expasy.org/swissmod/SWISS-MODEL.html

T-Coffee: T-Coffee is also a multiple sequence alignment package for DNA
or proteins. EMBnet or Notre Dame University provide Web-based
frontends to this tool. We can cite [66] and [65] as main references.
Main URL: http://www.ch.embnet.org/software/TCoffee.html

4.2 Peer-To-Peer Systems

Peer-to-Peer systems are beginning to be used in the bioinformatics area,
mainly in order to provide an easier data access between connected hosts.
These data can be classical data of biological databases or even user-defined
ones, and are often encapsulated in generic formats (often XML-based). A
good starting point for this kind of systems is [68].

BioMOBY: BioMOBY is a workflow framework. Its primary goal is to al-
low a client to interact with multiples sources of biological data regard-
less of the underlying format or schema. A unique object format is de-
fined, MOBY-Object, and three entities are used: one MOBY-Central
host, one or more MOBY-Server hosts and one or more MOBY-Client
hosts. The MOBY-Central receives declarations of services provided
by MOBY-Servers and requests from MOBY-Clients that are passed
to MOBY-Servers. BioMOBY uses Web-Services technologies (WSDL
for service description and XML as MOBY-Objects). BioMOBY is
presented in [85] and also in [21].
Main URL: http://biomoby.org/

BioPipe: BioPipe is also a workflow framework designed to work intimately
with the BioPerl package and is able to handle various input and output
data from various databases. Another goal of BioPipe is to provide an
explicit protocol-based approach to bioinformatics analysis, in order to
facilitate data interpretation and discussion by external parties. Four
main components are used: an Input Layer that fetches the inputs to an
analysis, an Analysis Layer that specifies the expected inputs from the
Input Layer, an Output Layer that stores the output from the analysis
layer, and finally a Job Management System (implemented using the
MySQL database) that ensures that the job is well maintained as it
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goes through each of the three layers.
Main URL: http://www.biopipe.org/

GreenTea: GreenTea is a Java-based generic runtime that facilitates the
services of P2P computing. It is a total resource aggregation and
resource sharing platform including hardware and software resources
(in fact, it can be seen also as a Grid OS). While being not specially
bioinformatics-oriented, it has been successfully used to run NCBI’s
standalone BLAST, and serves currently as a basis to the ABSmith
project (A Smith-Waterman Algorithm).
Main URL: http://www.greenteatech.com/

4.3 Clusters Systems

As expected, clusters are used for their computational power. We can note
that the Linux OS is mainly used in these kind of architectures. The main
starting point in this optic is [57].

BeoBLAST: BeoBLAST is a package for performing distributed BLAST
and psi-BLAST runs on a Beowulf cluster. The integrated Web-based
frontend allow users to select multiple databases or to specify multiple
queries. This software is based upon the GNU Queue, the GNU load-
balancing system, and uses local copies of sequence databases retrieved
from NCBI using a Unix cron job. The system is described in [41].
Main URL: http://bioinformatics.fccc.edu/software/OpenSource/
beoblast/beoblast.shtml

BioBrew: BioBrew is a Linux-based Open-Source bioinformatics cluster so-
lution. It contains all necessary cluster and bioinformatics software.
MPI or PVM can be used as communication models, the Sun Grid
Engine (SGE) is included as well as all the necessary software to run
Ganglia (distributed monitoring and execution system), PVFS (Paral-
lel Virtual File System) or Globus. It has been successfully employed
with the NCBI Toolkit, mpiBLAST, HMMER, Clustal W or FASTA.
BioBrew is described in [67]
Main URL: http://www.callident.com/

4.4 Grid Computing Systems

Grid computing is certainly one of the most exciting and promising improve-
ment of Internet-based tools. All the systems presented here are currently
in research and development phases (even Globus which is by far the most
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advanced and used), but some of them have been employed in very strong
and precise researches (see references). More grid projects can be found at
[71], at [42] or at [29], and many of the systems presented here are described
more precisely in the excellent review provided by [47].

ALiCE: ALice (Adaptive and scalable Internet-based Computing Engine)
is a platform-independent, Java based grid middleware. It comprises
three types of entities: a resource broker, service producers and service
consumers.
Main URL: http://www.comp.nus.edu.sg/~teoym/alice/alice-tech.
htm

Condor: Condor is defined as a specialized workload management system
for compute-intensive jobs. The goal of the project is to develop mech-
anisms and policies that support high-throughput computing on large
collections of computing resources. [78], [13] and [77] present this
project.
Main URL: http://www.cs.wisc.edu/condor/

Discovery Net System: Discovery Net System is a grid middleware en-
abling the composition of reusable workflows that can be later re-
deployed as new services for other uses. This system is described in
[72] and [25].
Main URL: http://www.discovery-on-the.net/new/index.php

Globus: Globus is the most known and used of grid-enabling systems. It is
released as a toolkit proposing a set of components that can be used
independently or together. We can cite as components a resource al-
location manager, security infrastructure, a monitoring and discovery
service or a failure detector as described in [36] or [3]. Globus 3.0 is
the first full major implementation of the Open Grid Services Archi-
tecture (OGSA well described by [27] and presented also in [4]), an
open standard for grid computing. As an application of Globus in the
Bioinformatics area, we can cite [33].
Main URL: http://www.globus.org/

GrADS: GrADS (Grid Application Development Software) is a multi-university
project intending to provide tools and technologies for the development
and applications in a grid environment. In this system, the user simply
presents his parallel application to the framework. This framework is
then responsible for scheduling the application on an appropriate set
of resources and launching and scheduling the execution. [15] presents
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the project while [87] provides an example of use of this system for
sequence alignment.
Main URL: http://nhse2.cs.rice.edu/grads/

Grid Engine: Sun ONE Grid Engine is available in two versions: SGE and
SGE Enterprise Edition. This middleware requires no alterations to
applications to be distributed. More information can be found in [22]
and [23].
Main URL: http://wwws.sun.com/software/gridware/

GriPhyN: GriPhyN is a collaboration of computer science researchers and
experimental physicists to enable a grid system following two approaches:
apply a methodical and organized data management using the virtual
data concept and developing automated request scheduling mechanisms
in order to make large grids easy to use as single computers.
Main URL: http://www.griphyn.org/index.php

Legion: Legion enables the connection of networks of computers using an
independent element approach. There is no central element and the
proposed framework permits scheduling and distributing processes as
in a single, virtual machine. More information can be found in [64],
and an example of use can be found in [84].
Main URL: http://www.cs.virginia.edu/~legion/

Metacomputer OnLine: Metacomputer OnLine (known as MOL) is de-
signed as an open, extensible software system comprising a variety of
software modules. In contrast to other grid environments, MOL is not
based on specific models or tools.
Main URL: http://www.uni-paderborn.de/pc2/projects/

NetSolve: NetSolve is a grid framework focusing on three main points: ease-
of-use for the end-user, efficient use of the resources and the ability to
integrate any arbitrary software component as a resource into the Net-
Solve system. More information, as well as a grid concept description
can be found in [7] or [1].
Main URL: http://icl.cs.utk.edu/netsolve/

OBIGrid: OBIGrid is a grid network providing bioinformatics-oriented ser-
vices: a genome annotation system, a gene network simulator, a bioin-
formatics dispatcher and a scalable genome database.
Main URL: http://www.obigrid.org/
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Polder: Polder is a metacomputing environment concerned with the optimal
mapping of models onto parallel computer systems. The first studies
were based on models using cellular automata, virtual particles and
natural solvers. [46] and [82] present this system.
Main URL: http://www.science.uva.nl/research/scs/SCS4.html

SRB: SRB (Storage Resource Broker) is a grid middleware providing a uni-
form interface for connecting to heterogeneous data resources over a
network.
Main URL: http://www.npaci.edu/DICE/SRB/

4.5 Distributed Agent-based Systems

Distributed Agent-based systems are currently essentially used in the bioin-
formatics area for data-mining and information use. In fact, they act often
as P2P systems plus a data study system.

BioAgent: BioAgent is an agent-based system allowing a complete decen-
tralization of local tasks processing. The system is divided in four
layers: the Core layer providing basic distributed features, the Ser-
vice Agents layer providing a set of services available in a single place,
the BioAgents layer providing the set of mobile agents and the Work-
flow layer providing a definition language. Its main application are
to provide an efficient access to biological services accessing local data
repositories or local experimental techniques. More information can be
found in [60].
Main URL: http://www.bioagent.net/

BioMAS/DECAF: DECAF is a multi-agent toolkit and each DECAF
agent has been defined as a set of modules that work together to control
an agent’s life cycle. This toolkit has been extended in BioMAS to de-
fine a reusable information gathering system for bioinformatics. Three
types of agents have been defined: Information Extraction Agents able
to query public databases (using BLAST services), Task Agents re-
sponsible for the data processing and the Interface Agents providing a
read-write access to a local knowledge-base. DECAF is described in
[39] and [59].
Main URL: http://www.eecis.udel.edu/~decaf/

GeneWeaver: GeneWeaver is a multi-agent system dedicated to the domain
of genome analysis and protein structure prediction. In this system,
agents can be concerned with management of primary databases, with
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performing sequence analysis using existing tools or with storing and
presenting resulting information. The main point of this project is
that it does not provide new methods for performing these tasks, but
organizes existing ones in an efficient way. This system is described in
[16] and [17].
Main URL: http://www.ecs.soton.ac.uk/~mml/gw.html

5 Conclusion

We presented in this article a review of distributed systems used in bioin-
formatics. An historical perspective has shown the evolution of distributed
systems since the beginning of the sixties and has led to recent applications
of distributed computing to bioinformatics, like the Decrypton project where
the 50000 protein sequences known at the end of year 2001 were compared
with each other. A taxonomy has been given with definitions to help under-
standing the differences between Client/Server, Peer to Peer, Clusters, Grids
and Agent-based Distributed systems. The communication models have also
been discussed, classical message passing interfaces, object-oriented middle-
wares and the more recent Webservices. We have then listed a set of bioinfor-
matics tools, classified according the previously established taxonomy, and
that take benefit of distributed computing. It was out of the scope of this
survey to describe and to compare such tools but websites and references are
provided for each tool and thus the interested reader will be able to access
more information. We did not provide any descriptions of proprietary or
non-free solutions since we privileged Open-Source or educational systems.
Some such solutions exist but are most of the time association of proprietary
software and hardware.

The main conclusion that arises is that the bioinformatics research field is
a very huge and promising one. “Classical” distributed systems like Client/Server,
P2P are currently the most employed, but many researches are directed to-
wards grid computing or agent-based systems. The fact is that these kinds
of approaches are extensible to other domains but that bioinformatics fits
very well in their objectives of computational power (Grids) or data-mining
(Agents).
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